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Abstract
Pre-clusters assessment is a significant problem in data clustering. It found that visual cluster tendency assessment (VAT) 
is majorly focused on addressing the problem of pre-clusters assessment. This visual technique initially derives the similar-
ity features of data objects using either cosine or Euclidean distance metrics. Cosine is considering both magnitudes and 
direction of the vectors; thus, it greatly succeeded in data clustering applications. Only a single viewpoint (i.e., origin) is 
used in the cosine metric. Finding the similarity features using multiple viewpoints is more accurate than a single viewpoint 
cosine metric. This paper presents the multi-viewpoints cosine-based similarity VAT (MVS-VAT) which considers the 
multi-viewpoints for an effective assessment of nano-pre-clusters (or nano-cluster tendency). Clustering accuracy (CA) and 
normalized mutual information (NMI) are taken for measuring the performance of the existing and proposed methods. It is 
proved that the efficiency of the proposed MVS-VAT is improved from 20 to 40% compared to VAT and cVAT concerning 
the parameters of CA and NMI. Therefore, the quality of data clusters is obtained through the proposed technique MVS-
VAT. Experimental is conducted on several benchmarked datasets for illustration of an empirical study of the existing and 
proposed techniques.
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Introduction

Data objects need to be clustered (or classified) using the 
similarity features for the data clustering problem. Data clus-
tering [1] is widely used in applications and includes web 
clustering [2], text clustering [3], image and signal process-
ing [4], video mining, spatial mining for weather forecasting 
[5], big data clustering [6, 7], etc. Top methods [8] of data 
clustering are k-means, hierarchical, etc., that efficiently gen-
erate the data clusters for any related applications. However, 

pre-clusters are intractable which affects on quality of data 
clusters. During the study of various pre-clusters assess-
ment methods, it has been observed that visual-related data 
clustering techniques [9, 10] effectively solve the problem 
of cluster tendency. These techniques are visual assessment 
of cluster tendency (VAT) and cosine-based VAT (cVAT). 
With the information of magnitudes and direction of the vec-
tors, cosine-based similarity features are derived in cVAT. 
Euclidean distance takes only the distance in the derivation 
of similarity features. It is the reason to assess the cluster-
ing tendency (or determining the clusters assessment) effec-
tively in cVAT than VAT. In cVAT, all the similarity feature 
among the data objects is derived from a single viewpoint. 
More informative assessment is performed using a multi-
viewpoint instead of a single viewpoint. The proposed work 
incorporates this technique, hence, called multi-viewpoints 
cosine-based similarity VAT (MVS-VAT).

The procedural steps of the proposed work are shown 
in Fig. 1. Illustrative steps of this architecture are shown 
mentioned as follows: initial step of the proposed work is to 
take the input data D = {o1, o2, …..on}. Pre-clusters assess-
ment through multi-viewpoints is the key objective of the 
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work. Any two objects are selected, say, oi and oj, and other 
objects in D are considered as multi-viewpoints. The number 
of multi-viewpoints is restricted as (n−2), i.e., taken the data 
objects in D except for oi and oj. Cosine similarity is applied 
between the data objects oi and oj for each multi-viewpoint 
(n−2). Similarity values are derived between data objects 
oi and oj, taking an average of (n−2) similarity values. The 
average value refers to the similarity feature between data 
objects oi and oj; for i = 1 to n and j = 1 to n nested itera-
tions, compute the similarity feature between data objects 
oi and oj, for i is not equal to j. Finally, the similarity values 
among the data objects are placed in a single matrix, called 
a similarity matrix.

Nano-value of cluster tendency is required for the 
pre-clusters assessment problem. It is obtained using the 

approaches of VAT and cVAT. The cVAT finds the cosine-
based similarity features among the data objects with refer-
ence to a single viewpoint. The aim of the proposed MVS-
VAT is to find the cosine-based similarity features with 
reference to multiple viewpoints for the best assessment of 
pre-clusters in the data clustering.

The proposed work contributions are mentioned as 
follows:

1.	 Visualize the pre-clusters detections though lessen 
bright colored (i.e., dark-colored) blocks

2.	 Similarity features are extracted through multi-view-
points

3.	 Develop the VAT procedure with a multi-viewpoints 
cosine-based similarity technique.

4.	 The quality of data clusters is assessed and generates the 
quality of data clusters.

5.	 Visualize the image clusters through MVS-VAT.

Sections 2, 3, 4, and 5 present the study of the work, 
MVS-VAT procedure, experimental study, and conclusion 
of the paper, respectively.

Study of the work

Post- and pre-clustering techniques are used for determin-
ing the number of partitions for the datasets priorly. Post-
data clustering takes more computational time for finding 
the clustering tendency of unlabeled datasets [10]. Pre-
clustering techniques [11] are the best for unlabeled data 
clustering when compared to post-data clustering techniques 
concerning computation time analysis. Bezdek et al. [9, 12, 
13] proposed the visual assessment cluster tendency (VAT) 
and other models of VAT, improved VAT. These models use 
the Euclidean distance metric for finding either dissimilar-
ity or similarity features for the pair of data objects over the 
dataset. Basic VAT steps are presented in Algorithm 1.

Choose two objects
(Oi, Oj)

I/P: Data set 
D = {O1, O2,……, On}

Multi Viewpoints    Os,
S=1, 2,  … , n  S ≠i, S≠j

Find Cosine similarity among Oi, Oj concerning Multi Viewpoints

The average similarity of Oi and Oj

O/P: Pre-cluster ‘k’ and data clusters are derived

Form Similarity matrix S

   Apply VAT on S

Fig. 1   Procedural steps of proposed work
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Algorithm 1: Visual Assessment of cluster tendency (VAT)

Step1:
Obj_or = { }; 
Obj_int_or ={0,1,.....n­1}
Determine max of ObjdM [ ] [ ], and its index value are stored into (i,j)
OrP(0) = i; 
Obj_or = {i};
Obj_int_or=Obj_int_or ­ {Obj_or};

Step2:
for (k=1;k<n; k++)
{
Find(i,j) from min {ObjdM[i][j]}
where  i є Obj_or, j є Obj_int_or }
Obj_or ={ Obj_or }U{j};
OR ={Obj_int_or}­{Obj_or};       
Obj_int_or=OR; 
OrP(k) = j;

}
Step3:

/*Reordered Dissimilarity Matrix Computation*/ 
for(i=0;i<n; i++)

for (j=0;j<n; j++)
RDM=ObjdM (OrderP[i],OrP[j]);

Step 4:
Display Image (RDM)

For path-shaped data or any kind of complex dataset, 
iVAT is efficient for the generation of data clusters. It com-
putes the path-based distances [14] for defining the dissimi-
larity matrix for the set of data objects over the datasets.

Another model of VAT, say cVAT [15, 16], is described 
in Algorithm 2, which uses the cosine metric for finding the 
similarity features among the objects concerning a single 

viewpoint. Justification of similarity features using a single 
viewpoint is not more appropriate. Calculating a similarity 
feature using multiple viewpoints is more accurate than a 
single viewpoint. Development of multi-viewpoints cosine-
based similarity schema is presented in the next following 
section for the best data clustering results.
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Algorithm 2: Cosine based Visual Assessment of cluster tendency (cVAT)

Step1: 
Compute a local scale σi for each object oi using σi=d(oi, on) = din,

where ok is the n-th nearest neighbour of oi.
Step2: 

Construct the weighting matrix W € Rn×n 
Defining wij= exp(−dijdij/(σiσj)) for i = j, and wii= 0.

Step3: 
Let M to be a diagonal matrix with mii= ∑j=1wij
L=M-1/2W M-1/2, is a normalized version of the Laplacian matrix.

Step3a: 
n=2;
repeat

Step4: 
Choose v1, v2, · · · ,vk, the k largest eigenvectors of L to
form the matrix V = [v1, · · · , vk] €  R n×k by stacking the eigenvectors in 
columns.

Step5: 
Construct new dissimilarity matrix Dnew between
Pair of objects using cosine distance formula

Step6: 
Apply VAT to Dnew to obtain I(Dnew),k=k+1
until k=kmax

Fig. 2   Multi-viewpoints cosine-based similarity computation

MVS‑VAT procedure

Multi-viewpoints are used as reference points in the cosine 
similarity metric. The similarity value is computed for every 
viewpoint.

Multi‑viewpoints cosine‑based similarity (MVS)

The MVS-VAT consists of two key procedural steps, which 
are as follows: compute the average similarity value over the 
(n−2) multi-viewpoints, and VAT is applied on the resulting 
dissimilarity matrix of MVS for assessing the pre-clusters 
information of unlabeled data. The procedural idea of MVS 
is shown in Fig. 2.

The cosine-based similarity features for the pair of objects 
(e.g., (v1, v2)) are computed concerning (n−2) viewpoints, 
here n = 5, and (n−2) = 3, treat all the data objects except the 
source pair values are considered as the multi-viewpoints. 
In this example, valid multi-viewpoints are v3, v4, and v5. 
The similarity features are computed in MVS for the given 
example as follows:

	 i.	 S1 = Cosine_similarity(v1,v2) concerning the first 
viewpoint v3

	 ii.	 S2 = Cosine_similarity(v1,v2) concerning the first 
viewpoint v4

	 iii.	 S3 = Cosine_similarity(v1,v2) concerning the first 
viewpoint v5

Compute an average of S1, S2, and S3 for the final cosine 
base similarity for the pair of data objects (v1,v2). Similarly, 
cosine-based similarity is computed for other combinations 
of pair of data objects, i.e., (v1, v3), (v1, v4)…..(v2, v3), 
…….(v4, v5).
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MVS‑VAT algorithm

Algorithm: MVS-VAT

Input : Dataset D = {o1,o2,…..on}

Output : Number of Clusters ‘k’ and their data objects

Methodology:

1. Number of multi-viewpoints N1= (n-2);
2. For i= 1 to n

For j= 1 to n

Choose the data objects pair (p,q)

(p,q)=(oi, oj)

MVS(i,j) = S; 

Diss(i,j) = 1- Normalized (MVS(i,j));
3. Apply VAT Procedure with the input of ‘Diss’ which displays the  Image, known as MVS-VAT 

Image
4. Determine the pre-clusters information 'k' (also referred to as the cluster tendency 'k') 

with the counting of visible dark blocks that appeared along the diagonal of MVS-VAT 
Image

5. Generate the crisp-partitions to obtain the cluster labels of data objects
6. Derive the data clustering results based on the detected cluster labels of data objects. 

two-dimensional array), called ‘Diss.’ The visual assessment 
of cluster tendency (VAT) is applied using the input of ‘Diss’ 
in Step 3. After applying the VAT, the ‘Diss’ matrix is reor-
dered and displays the reordered Diss matrix in image form, 
which is known as MVS-VAT Image. This image shows each 
cluster as a dark-colored block in the diagonal. The count 
value of all these blocks is considered as pre-clusters ‘k’ (or 
cluster tendency). The same is presented in Step 4 of the 
algorithm. Crisp partitions and obtaining the data clusters 
procedure are explained in Step 5 and Step 6. The MVS-
VAT is an effective approach for data clustering and their 
experimental study is described in next following section.

In MVS-VAT, the similarity between any two objects (p,q) is 
measured with cosine metric and multi-viewpoints. All the 
‘n’ number of data objects except p, and q are considered 
as the number of multi-viewpoints. Thus, the total number 
of viewpoints is taken (n−2) as N1, which is illustrated in 
Step 1. Cosine metric is used for finding the N1 similar-
ity features for every pair of data objects. Here, average of 
N1 values is considered as the final multi-viewpoints-based 
cosine similarity and their procedure is mentioned in Step 2 
of the algorithm. The dissimilarity is computed by subtract-
ing the normalized similarity value from 1. Finally, all these 
dissimilarity values are stored in the form of a matrix (or 
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Experimental study

Pre-clusters assessment is performed on various types of 
clustered data. These clustered data are created manually, 
usually known as synthetic datasets, and they are shown 
in Fig. 3. The synthetic datasets are created with Gauss-
ian parameters, mean, and variance. By fixing the differ-
ent mean and variance values, different subsets of synthetic 
datasets are created in MATLAB 2020a. Other text datasets 
are retrieved through social media [17, 18]. Subsets of tweets 
datasets are generated concerning topics. Real-time datasets 
are also taken in the experimental study [19–21]. Details of 
these datasets are mentioned in Table 1.

Comparison of visual images

In the experimental, two existing methods, VAT and cVAT, 
are compared with MVS-VAT. Thus, their visual images are 
shown in Fig. 4.

With this observation, it noted that more clarity of dark 
blocks has appeared in MVS-VAT than other visual methods 
[18]. The quality of data clustering depends on the clarity 
of dark blocks.

Pre-clusters assessment is performed by counting dark 
blocks along the diagonal of visual images. If the clarity of 

the dark block is more, then it indicates the data objects are 
placed in the clusters without overlaps. That is, there are 
very few chances occur an irregular cluster boundary. Visual 
images through MVS-VAT are obtained with high quality 
compared with VAT and cVAT.

Performance study

Majorly, two performance parameters are used for comput-
ing the quality of data clusters. These parameters are clus-
ter accuracy (CA) [22] and normalized mutual informa-
tion (NMI) [23]. Visual clustering results are presented in 
Tables 2 and 3 for the CA and NMI, respectively.

Empirical analysis of the proposed and existing data 
clustering techniques are presented with bar graphs, which 
are shown in Figs. 5 and 6. From this empirical analysis, it 
observed that MVS-VAT is outperformed with others con-
sidering the parameters of CA and NMI. For Twitter (social 
data) clustering also, MVS-VAT produces excellent data 
clustering when compared with another visual method, VAT 
and cVAT.

Fig. 3   Synthetic datasets (S-1 to S-2)

Table 1   Description of datasets

S. no. Name of the datasets No. of clusters

Synthetic data
1 Synthetic data-1 (S1) 2
2 Synthetic data-2 (S2) 3
3 Synthetic data-3 (S3) 4
4 Synthetic data-4 (S4) 5
Real-time data
5 Iris 3
6 Wine 3
7 Seeds 3
8 Voting 4
Twitter data
9 Twitter data (2 topics) 2
10 Twitter data (5 topics) 5
11 Twitter data (10 topics) 10
12 Twitter data (15 topics) 15
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VAT cVAT VAT cVAT

MVS-VAT MVS-VAT

a Visual images for S-2 Dataset b Visual images for Iris Dataset
c

VAT cVAT VAT cVAT

MVS-VAT MVS-VAT

d Visual images for seeds Dataset e Visual images for Iris Dataset

Fig. 4   Images of visual methods
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VAT cVAT VAT cVAT

MVS-VAT MVS-VAT

f Visual images for Twitter Data (2-Topics) g Visual images for Twitter Data (5-Topics)

VAT cVAT VAT cVAT

MVS-VAT MVS-VAT

h Visual images for Twitter Data (10-Topics) i  Visual images for Twitter Data (15-Topics)

Fig. 4   (continued)
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Conclusion

Visual methods effectively perform the data clustering 
results by detecting the pre-cluster tendency. The existing 
methods say VAT and cVAT use Euclidean and cosine dis-
tance metrics, respectively. The basic model of cosine metric 
is used for finding similarity features with a single reference 
(or viewpoint) in cVAT. In the proposed work, similarity 
features are measured using a cosine distance metric with 
the reference of multi-viewpoints for achieving more accu-
rate nano-cluster tendency and its data clustering results. 
Experimental results of the existing methods VAT and cVAT 
are compared with the proposed MVS-VAT for demonstrat-
ing the efficiency of the proposed method. The efficiency is 
computed using the CA and NMI parameters and concluded 
that the proposed MVS-VAT is improved with an increased 
rate of 20–40% accuracy compared to the existing methods.

Table 2   CA for visual methods

Name of the datasets VAT cVAT MVS-VAT

S-2 1 1 1
S-3 0.36333 0.585 0.97667
S-4 0.38125 0.66125 0.98875
S-5 0.384 0.664 1
Iris 0.40667 0.81667 0.86333
Wine 0.31348 0.71348 0.73034
Seeds 0.31429 0.81429 0.88571
Voting 0.15161 0.55862 0.58161
Twitter data (2 topics) 0.225 0.575 0.8
Twitter data (5 topics) 0.165 0.765 0.8
Twitter data (10 topics) 0.1525 0.4425 0.715
Twitter data (15 topics) 0.25 0.276 0.513333

Table 3   NMI for visual 
methods

Name of the datasets VAT cVAT MVS-VAT

S-2 1 1 1
S-3 0.30151 0.87076 0.90794
S-4 0.50471 0.92465 0.95786
S-5 0.55857 0.95269 1
Iris 0.3969 0.59461 0.6405
Wine 0.31961 0.32152 0.41971
Seeds 0.46555 0.49705 0.64744
Voting 0.3102 0.33256 0.45672
Twitter data (2 topics) 0.4578 0.4785 0.5589
Twitter data (5 topics) 0.673193 0.671266 0.7125
Twitter data (10 topics) 0.636414 0.636414 0.674946
Twitter data (15 topics) 0.45 0.486 0.498

Fig. 5   Empirical analysis of 
cluster accuracy (CA) with dif-
ferent datasets
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