
Vol.:(0123456789)

The Journal of Supercomputing
https://doi.org/10.1007/s11227-021-03709-4

1 3

Intelligent sentinet‑based lexicon for context‑aware 
sentiment analysis: optimized neural network 
for sentiment classification on social media

K. E. Naresh Kumar1 · V. Uma1

Accepted: 23 February 2021 
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 
2021

Abstract
In the modern era, lack of adequate training data requires lexicon-based models. 
The lexicon scoring model was extensively deployed as an effective and conveni-
ent substitute by the majority of practitioners and researchers. Usually, the entire 
sentiment of the document is portrayed by leading polarity (i.e., negative or posi-
tive) among the indicators. The efficiency of the conventional lexicons is however 
quite imperfect when employed to novel issues. This paper intends to propose a 
new “Intelligent Senti-net based lexicon generation method,” which guarantees the 
classification of sentiments in social media. The proposed sentiment classification 
model is performed through certain steps (i) pre-processing (ii) keyword extraction 
(iii) holoentropy-based lexicon construction (iv) feature extraction (semantic simi-
larity) (v) classification (vi) feedback process and (vii) sentiment classification from 
Int SentiNet. For classification purposes, neural network (NN) is used. To make the 
classification more accurate, the training of NN is carried out using a new Improved 
Sealion (SLnO) algorithm named Self-Improved SLnO via optimizing the weights. 
In the end, simulation is done to validate the enhancement of the presented scheme 
over traditional schemes.

Keywords  Sentiment · Holoentropy · Feedback · Feature sets · Neural network · 
SI-SLnO algorithm
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SI-SLnO	� Self-improved SLnO
SA	� Sentiment analysis
SVM	� Support vector machine
GA	� Genetic algorithm
LSTM	� Long short-term memory
FOR	� False omission rate
FDR	� False discovery rate
FNR	� False-negative rate
FPR	� False-positive rate

1  Introduction

In the past few years, social media has experienced tremendous growth. One of the 
most trending activities on social media websites is posting messages [1, 2]. Due to 
the immense count of user-generated content, social media has become the biggest 
data source of public opinion. These data sources are invaluable for business analyt-
ics and intelligence as opinion is the major predictor of human behavior. Despite the 
incredible effort in manipulating customers via marketing operation on social media 
[3, 4], the extraction of public opinion remains at the infant stage. Both researchers 
and business practitioners are yet searching for more effective tools to derive value 
from social media data including pictures, videos, profiles, and textual content as 
well. Accordingly, text data have great prospects to maintain business information in 
real-time scenarios [5, 6], if proper models are employed.

Sentiment analysis aids to accomplish the targets such as “predicting the mar-
ket business intelligence, customer satisfaction, public awareness, and opinion about 
products” [7, 8]. Accordingly, SA is categorized into “document-level, sentence-
level, and entity-level.” The sentiments contained in a document are predicted by 
document-level analysis [9]. Different phases are included in extracting the views 
from user-made content; since the text arrives from diverse sources in varied for-
mats. Data acquirement and pre-processing are the main tasks in SA [10, 11].

Sentiment lexicons via the word or phrases labeling with their sentiment polari-
zation are more significant for sentiment analysis. Further, the lexicon-based models 
include evaluating orientations from the semantic polarities of phrases or words in 
documents. Recently, researchers have introduced many approaches including lin-
guistic rule-based models, corpora-based models, and dictionary-based models for 
automated construction of sentiment lexicons. Many domains existed on the internet 
and high-quality domain-specific sentiment lexicons could enhance the efficiency of 
fine-grained sentiment analysis. Additionally, machine learning-oriented schemes 
were further developed for classification purpose that is trained using pre-labeled 
dataset of “positive, negative, neutral content” [12, 13]. The major contributions of 
the paper are as follows:

•	 Introduces a new “IntelligentSentiNet based Lexicon generation method” that 
includes seven major phases.
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•	 Optimization assisted NN is introduced in this work for classification purpose, 
where the training will be carried out by a new improved optimization algorithm 
via tuning the optimal weights.

•	 Introduces a novel SI-SLnO algorithm, which is the modified version of the sea 
lion optimization algorithm with a new updating evaluation. This paves the way 
for precise evaluation.

The rest of the paper is organized as: The reviews are presented in Section 2. Sec-
tion 3 depicts about proposed feedback-based sentiment classification model. Sec-
tion 4 about the proposed lexicon: intelligent sentiment lexicon network. Section 5 
portrays the proposed Sentinet construction via optimization-assisted NN-based 
classification and Sect.  6 describes the feedback and sentiment classification. The 
resultants are presented in Sect. 7, and the paper is concluded in Sect. 8.

2 � Literature review

2.1 � Related works

In 2019, Nguyen and Le [14] have established effectual several attention tech-
niques (interactive and intra attention techniques) incorporated with sentiment lexi-
con information for forming an aspect level of two phases: Aggregation-level and 
phrase-level information. This permitted the model for incorporating the aspect data 
into the DNN, and it focused on the exact sentimental context words trained on the 
instructive aspect words. Finally, the investigational results have pointed out that the 
aspect-level sentiment classification has been improved by the adopted model.

In 2017, Deng et al. [15] have introduced a method for adapting the prevailing 
sentiment lexicons for “domain-specific sentiment classification” using a diction-
ary and unannotated corpus. The implemented technique was computed through two 
large corpora that contained one million tweets associated with political issues and 
743,069 tweets associated with the stock market, correspondingly. Besides, five sen-
timent lexicons exist as baselines and seeds. As a final point, the outcomes have 
revealed the effectiveness of the adopted technique by showing enhancement on the 
performance of sentiment classification.

In 2020, Akshi et  al [16] has introduced a novel hybridized deep learning 
approach for predicting fine-grained sentiment in real-time data. Also, Google Lens 
was exploited by discretization module for separating the text from the image that 
was further processed and delivered to the relevant image and text analytics mod-
ules. Accordingly, the text analytics portrayed the sentiment using CNN framework. 
In the end, the accuracy attained by the adopted scheme was almost 91% attained by 
the image and text modules individually.

In 2019, Zhao et al [17] have established a novel context propagation sentiment 
model for extracting Chinese micro blog-specific implicit and explicit sentiment fea-
tures. During the selection process, the seed sentiment elements with a higher stand-
ard degree of centrality were chosen. Further, experimentations on two datasets have 
demonstrated that the adopted technique has produced sentiment lexicons efficiently. 
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Also, the accuracies of sentiment classification have extensively outperformed the 
conventional baselines.

In 2017, Keshavarz and Mohammad [18] have enhanced the polarity categoriza-
tion of sentiments by constructing adaptive sentiment lexicons in microblogs. As per 
the adopted approach, lexicon-oriented and corpora-oriented techniques were united 
and lexicons were produced. Moreover, the classification of sentiments was mod-
eled as an optimization issue, where the intention was to discover optimal sentiment 
lexicons. For solving the optimization issues, GA was adopted, which discovered 
lexicons for classifying text. The analysis outcomes have exposed better F-measure 
and accuracy when compared to the existing approaches.

In 2018, Dey et al [19]. have established a new methodology for creating a lexicon 
known as “Senti-N-Gram.” The implemented rule-oriented scheme has extracted the 
n-gram sentiment scores from an arbitrary corpus that included related numeric rat-
ings and product reviews on a 5-point scale. This approach has presented a senti-
ment classification technique using a ratio-oriented model depending on counts of 
negative and positive sentences of a text.

In 2018, Ghiassi and Lee [20] have hierarchically reduced the feature set to a 
minute set of 7 “meta-features” for reducing sparsity. Also, TSA depending on these 
features has generated many exact outcomes via SVM and a dynamic approach for 
NN as calculated by F1 metrics, precision, and recall (the mean of recall and pre-
cision). Finally, the transferability and effectiveness of the TGFS were evaluated 
across distinct and three novel domain.

In 2019, Alharbi and Elise [21] have established a NN approach, which incorpo-
rated the user behavioral data in a specified tweet (document). The NN exploited in 
this work was a CNN. The adopted scheme was computed on two datasets offered by 
“SemEval-2016 Workshop.” The implemented scheme has outperformed the exist-
ing schemes as it offered the classifier with a deep knowledge of the task.

2.2 � Review

Table 1 shows the reviews on lexicon-based sentiment analysis. At first, the DNN 
method was introduced in [14], which maximizes the improved accuracy and it also 
offers better prediction. However, the LSTM model has to be focused more. The 
average-sense method was exploited in [15] that offers optimal F-measure and it also 
provides improved sensitivity, but it has to focus more on the recognition of neu-
tral words. SVM model was used in [16] that offers high accuracy and it also offers 
better precision. However, it needs an analysis on deep learning features. Also, the 
Markov chain model was implemented in [17, 22]that is highly accurate and it offers 
better recall; anyhow, it has to be executed using more datasets. GA was presented in 
[18] that offers improved accuracy with optimal F- measure, but it needs considera-
tion on time consumption.

Moreover, rule-based methods were implemented in [19] that provide enhanced 
recall along with improved sensitivity. Anyhow, more number of unigram should 
be discovered. Based on literature work, neural networks perform text classification 
with a great advantage of performance without adjusting hyper and learn parameters 



1 3

Intelligent sentinet-based lexicon for context-aware…

Ta
bl

e 
1  

R
ev

ie
w

s o
n 

co
nv

en
tio

na
l s

en
tim

en
t a

na
ly

si
s m

od
el

s

A
ut

ho
r [

ci
ta

tio
n]

A
do

pt
ed

 sc
he

m
e

Fe
at

ur
es

C
ha

lle
ng

es

N
gu

ye
n 

an
d 

Le
 [1

]
D

N
N

Im
pr

ov
ed

 a
cc

ur
ac

y
B

et
te

r p
re

di
ct

io
n

LS
TM

 m
od

el
 h

av
e 

to
 b

e 
co

ns
id

er
ed

 m
or

e

D
en

g 
et

 a
l.[

2]
A

ve
ra

ge
-s

en
se

 m
et

ho
d

O
pt

im
al

 F
- m

ea
su

re
H

ig
h 

se
ns

iti
vi

ty
H

av
e 

to
 fo

cu
s m

or
e 

on
 th

e 
re

co
gn

iti
on

 o
f n

eu
tra

l w
or

ds

A
ks

hi
 e

t a
l [

3]
SV

M
 m

od
el

H
ig

hl
y 

ac
cu

ra
te

B
et

te
r p

re
ci

si
on

N
ee

ds
 a

na
ly

si
s o

n 
de

ep
 le

ar
ni

ng
 fe

at
ur

es

Zh
ao

 e
t a

l. 
[4

]
M

ar
ko

v 
ch

ai
n 

m
od

el
H

ig
hl

y 
ac

cu
ra

te
B

et
te

r r
ec

al
l

H
av

e 
to

 b
e 

ex
ec

ut
ed

 u
si

ng
 m

or
e 

da
ta

se
ts

K
es

ha
va

rz
 a

nd
 M

oh
am

m
ad

 [5
]

G
A

Im
pr

ov
ed

 a
cc

ur
ac

y
O

pt
im

al
 F

- m
ea

su
re

N
ee

ds
 c

on
si

de
ra

tio
n 

on
 ti

m
e 

co
ns

um
pt

io
n

D
ey

 e
t a

l. 
[6

]
Ru

le
-b

as
ed

 m
et

ho
ds

En
ha

nc
ed

 re
ca

ll
Im

pr
ov

es
 th

e 
se

ns
iti

vi
ty

M
or

e 
nu

m
be

r o
f u

ni
gr

am
s c

ou
ld

 b
e 

di
sc

ov
er

ed

G
hi

as
si

 a
nd

 L
ee

 [7
]

SV
M

 m
et

ho
d

H
ig

hl
y 

ac
cu

ra
te

B
et

te
r r

ec
al

l
C

om
pl

ex
 o

w
in

g 
to

 m
an

ua
l o

pe
ra

tio
ns

A
lh

ar
bi

 a
nd

 E
lis

e 
[8

]
D

N
N

O
pt

im
al

 F
1-

sc
or

e
O

ffe
rs

 b
et

te
r p

re
ci

si
on

M
or

e 
le

ar
ni

ng
 a

pp
ro

ac
he

s h
av

e 
to

 b
e 

co
nc

er
ne

d



	 K. E. Naresh Kumar, V. Uma 

1 3

or features automatically for the given task and do not require prior knowledge of 
the linguistic structure of target language. Besides, the SVM method was suggested 
in [20] which offers high accuracy and it also offers better recall. However, the pro-
cess is complex owing to manual operations. DNN was introduced in [21] which 
provides an F1-score and it also offers better precision. However, more learning 
approaches have to be concerned.

3 � Proposed feedback‑based sentiment analysis: architectural 
description

The architecture of the proposed Int SentiNet-based sentiment classification using 
SI-SLnO algorithm is illustrated in Fig. 1.

The presented work is carried out under major phases like (i) pre-processing, 
(ii) keyword extraction, (iii) holoentropy-based lexicon construction, (iv) feature 

Input tweet

Holoentropy based lexicon
construction

Feedback          
process

Lexicon output

Final output (sentiment)

Updated weight 

Synthesize

Feature Extraction

1. Similarity is weighted within sentiment 
semantic statistics 

2. Similarity is determined in-between the 
sentiment semantic statistics

3. Determining similarity within semantic 
statistics with weight computation

4. Determining similarity in-between semantic 
statistics with weight computation

5. Sentiment intensity score computation

6. Holoentropy features

Pre-processing

Stop word 
removal

Optimal tuning of 
weight using SI-
SLnO algorithm

Classification

Neural
Network output

Keyword 
extraction

Fig. 1   Architecture of proposed framework
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extraction, (semantic similarity), (v) classification (vi) feedback process, and (vii) 
sentiment classification from Int SentiNet.

Pre-processing is the initial step, where stop word removal takes place and the 
keywords are extracted. After the keyword extraction, holoentropy-based lexicon 
construction is carried out. The holoentropy is defined as the sum of the entropy and 
the total correlation of the random vector and can be expressed by the sum of the 
entropies on all attributes. It will be used to analyze the relationship between attrib-
utes and cluster structure. It is determined to perform semantic similarity of words in 
the tweet during lexicon construction. As the next process, feature extraction takes 
place, by which 16 features are extracted from six feature sets. The extracted features 
are then subjected to the classification process. This work deploys optimized NN for 
classifying the sentences, where the training is carried out by a new SI-SLnO algo-
rithm via selecting the optimal weights. The outputs attained from NN are subjected 
to feedback process, where NN outputs are compared with actual output to get the 
misclassified class. Finally, during the sentiment classification from Int SentiNet, the 
lexicon output and NN output are synthesized to attain the final sentiment.

4 � Proposed lexicon: intelligent sentiment lexicon network

4.1 � Pre‑processing

This is the preliminary step; where the keywords are extracted from each tweet that 
is carried out using stop word removal.

4.1.1 � Stop word removal and keyword extraction

The stop words are the division of natural languages that offer better knowledge 
regarding the chats if they are illegal or legal. Usually, the stop words are articles 
and pronouns that do not offer to mean to the tweet. When the stop words are recog-
nized to be malicious, they have to be eliminated. This removal minimizes the term 
space dimensionality. Thereby, the keywords are extracted.

4.2 � Proposed lexicon construction

From the extracted key words, 90% of data is taken for training purpose, while, 10% 
of data is taken for testing purpose. The training data contains both positive (+ ve) as 
well as negative (− ve) words. Accordingly, the sentiment of each word is deter-
mined as either positive or negative using “sentiword net” Snet [23] and they are 
grouped as defined in Eq. (1), where d indicates the tweets and d = d1, d2 … dr , here 
r denotes the total count of tweets, Snet

op
 indicates the output of sentinet and w denotes 
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the word. Accordingly, the sentiment of tweet that contains the particular word are 
denoted as lexicon output indicated by Lop.

4.2.1 � Determination of holoentropy‑based lexicon

In the proposed holoentropy-based lexicon, the holoentropy of both positive, as well 
as negative words from the tweets, are determined. Additionally, the weights (wt) 
are assigned as one for all words. However, later on, the weights get varied based on 
the feedback. The feedback process and the weight updating of words are given in 
the subsequent section. Based on this, the misclassified words are removed and the 
needed words are moved to the lexicon. The major advantage of the proposed lexi-
con model is: it is structured with different particulars including words, sentiment, 
holoentropy, and weights. However, the conventional lexicons are modeled with 
only the sentiments. The structure of the proposed lexicon is illustrated in Fig. 2.

The holoentropy [24] of each word is computed as per Eq. (2), where l point 
outs the nonlinear function and E denotes the entropy. The entropy of each word 
should be calculated within the group, i.e., it should be computed within all the 
words of +ve sentiment and it is determined using Eq. (3).

In Eq.  (3), Pi indicates the semantic similarity between a pair of word, i.e., 
⎛⎜⎜⎜⎝

w1
�
d1
�
,w2

�
d2
�

w1
�
d1
�
,w3

�
d2
�

w1
�
d1
�
,wn

�
dn
�

⎞⎟⎟⎟⎠
.

(1)w =

{
+ve; if Snet

op
is + ve & d is + ve

−ve; if Snet
op
is − ve & d is − ve

I really love iphone 4s

I hate you

love

hate

Proposed lexicon

M

M

M

Negative Inefficient HE3

M

M

M

M

M

M

M

M

M

Negative Hate HE1

Positive Honest HE2

Positive Love HE4 tw4

tw1

tw2

tw3

Negative Destroy HE5
tw5

Fig. 2   Diagrammatic representation of proposed Holoentropy-based lexicon
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Accordingly, the nonlinear function l is determined as per Eq. (4).

5 � Proposed sentinet construction via optimization assisted neural 
network

5.1 � Feature extraction process

The proposed sentinet construction model involves six feature sets that are explained 
below.

5.1.1 � Feature set 1

It involves the finding of semantic similarity of every word in a group with other words 
in the group. That is, the similarity is weighted within sentiment semantic statistics.

For e.g., on considering w1
(
d1
)
 , the semantic similarity denoted by S can be deter-

mined as per Eq. (5), where n denotes the number of words in that group.

Consequently, the statistical features namely, maximum, minimum, mean, median, and 
standard deviation (SD) are derived from the semantic similarities as shown in Eq. (6).

Thus, five features are obtained from feature set 1 denoted by Fe1 , i.e. 
Fe1 = s1, s2, s3, s4, s5.

(2)HE(w) = l(w).E(w)

(3)E(w) = −

n∑
i=1

Pi logPi

(4)l(w) = 2

(
1 −

1

1 + exp (−E(w))

)

(5)

S1 = S
(
w1

(
d1
)
,w2

(
d2
))

S2 = S
(
w1

(
d1
)
,w3

(
d2
))

⋮

Sn = S
(
w1

(
d1
)
,wn

(
dn
))

(6)

s1 = max
(
S1, S2,… Sn

)

s2 = min
(
S1, S2,… Sn

)

s3 = mean
(
S1, S2,… Sn

)

s4 = median
(
S1, S2,… Sn

)

s5 = SD
(
S1, S2,… Sn

)
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5.1.2 � Feature set 2

Here, the feature extraction process is the same as feature set 1; however, the similar-
ity is determined in-between the sentiment semantic statistics. That is, the similarity is 
determined among the positive as well as negative words.

Accordingly, the statistical features s1, s2, s3, s4, s5 are derived from the semantic 
similarities as similar to the feature set 1. Therefore, five features are obtained from 
feature set 2 denoted by Fe2 , i.e., Fe2 = s1, s2, s3, s4, s5.

5.1.3 � Feature set 3

Here, the similarity is weighted within semantic statistics. Here, two semantic words 
are considered for each word and statistical features are derived for each semantic word 
as similar to feature set 1. For e.g., if we take the first semantic word the semantic simi-
larity S1, S2,… , Sn has to be computed with other words in the group.

The computation of weighted function Fj is given by Eq. (7), where j = 1, 2… nu , 
where nu denotes the number of semantic words and normalized similarity score 
f j is computed as per Eq.  (8), where fj denotes the current similarity score and 
max

(
f1, f2 … fn

)
 denotes the maximal similarity value. Accordingly, the weighted 

computation for maximum function Ff1 is expressed as in Eq. (9).

Similarly, Ff2 is determined within the class as given in Eq. (10).

As a result, two features are obtained from feature set 3, denoted by Fe3 , i.e., 
Fe3 = Ff1 + Ff2.

5.1.4 � Feature set 4

The feature extraction process is similar to the feature set 3, however, the similarity 
is determined in-between semantic statistics. That is, the similarity is determined 
among the positive as well as negative words.

Thus, two features are obtained from the feature set 4 that is denoted by Fe4 , i.e., 
Fe4 = Ff1 + Ff2.

(7)Fj =
f j∑
j

f j

Here,

f1 → f1
�
S1
�

f2 → f1
�
S2
�

⋮

fn → f1
�
Sn
�

(8)Normalized fj = f j =
fj

max
(
f1, f2 … fn

)

(9)Ff1 = F1f1
(
S1
)
+ F2f1

(
S2
)
+⋯Fnf1

(
Sn
)

(10)Ff2 = F1f2
(
S1
)
+ F2f2

(
S2
)
+⋯Fnf2

(
Sn
)
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5.1.5 � Feature set 5

Here, sentiment intensity score denoted by C is computed based on the presence of 
intensifiers Int as given in Eq. (11), where, Nint denotes the number of intensifiers.

For e.g., the word “very good” represents 1 intensifier and there is no negation. 
Therefore, it is assigned a value of 2. On the other hand, the word “not very good” 
represents negation, and therefore, it is assigned a value of − 2.

Thus, the fifth set feature denoted by Fe5 is computed as given in Eq. (12), where 
Swo denotes the sentiment of the word.

Therefore, one feature is obtained from Fe5.

5.1.6 � Feature set 6

The holoentropy features that were computed as given in Table 2 constitutes feature 
set 6. As a result, one feature is obtained from the feature set 6 that is denoted by Fe6
.

Thus, the totals of 16 features are attained from the six feature sets and are entirely 
denoted by Fe = Fe1 + Fe2 + Fe3 + Fe4 + Fe5 + Fe6 . These features with the size of 
5000 × 16 (since this work considered the positive words as 5000) are given as input 
to NN for training and here, the sentiment of the document containing the positive 
word is considered as the target. Based on the specification of context, the holoentropy-
based lexicon is constructed for context-related sentiment bearing terms. The context 
is defined as a framework that provides relevant resources for the implementation of 
an operation corresponding to events or concepts. The context in sentiment analysis is 
defined as any complementary source of evidence that can either intensify or flip the 
polarity of content.

Finally, the lexicon is used to perform context-aware sentiment analysis by perform-
ing neural network-based sentiment classification.

(11)C =

⎧
⎪⎨⎪⎩

Nint + 1; if no negation

−
�
Nint + 1

�
; if negation

0; if no Int

(12)Fe5 = C × Swo
{

+1; if + ve statement

−1; if − ve statement

}

Table 2   Exemplary 
representation of misclassified 
words attained after training

 Actual NN output

w 3

+ve −ve

w 2

−ve +ve
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5.2 � Optimized neural network

NN [25] considers the features Fe as inputs as shown in Eq. (13), in which nu signifies 
the total feature’s count ( nu = 16).

The model includes input, output, and hidden layers. The output of the hidden layer 
e(H) is portrayed by Eq. (14), here nf (.) symbolizes “activation function,” ⌢i  and j refers 
to the neurons of hidden and input layers correspondingly, W (H)(

B
⌢
i

) denotes bias weight 

to 
⌢

i

th

 hidden neuron, input neuron’s count is symbolized by n⌢
i

 and W (H)(
j
⌢
i

) denotes the 

weight from jth input neuron to ⌢i th hidden neuron. The output of the network ĜO is 
determined as in Eq. (15), where Ô denote output neurons, nh denotes the hidden neu-
rons’ count, W (G)

(Bô)
 indicates output bias weight to the ôth output layer, and W (G)(

⌢
i ô

) speci-

fies the weight from ⌢
i

th hidden layer to ôth output layer. Consequently, the error among 
the predicted and actual values is computed as per Eq. (16) which should be reduced 
(objective). In Eq. (16), nG symbolizes the output neuron count, Gô and Ĝô refers to the 
actual and predicted output, respectively.

As mentioned above, the training of NN model is carried out using a new SI-SLnO 
algorithm via optimizing the weights, W = W (H)(

B
⌢
i

),W (H)(
j
⌢
i

),W (G)

(Bô)
 and W (G)(

⌢
i ô

) . The output 

attained from NN is denoted as Ĝô.

(13)Fe =
{
Fe1,Fe2.,…Fenu

}

(14)e(H) = nf

⎛⎜⎜⎜⎝
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5.3 � Proposed SI‑SLnO algorithm

SLnO [26] is are re reowned optimization scheme that portrays the hunting nature of 
sea lions. To make the algorithm more effective with better convergence, it is planned 
to make some improvements in the algorithm. Self-improvement is proven to be prom-
ising in traditional optimization algorithms [27, 28]. The sea lions consist of a sensitive 
feature known as “Whiskers” that aids them to find out the precise prey positions.

Four phases of the algorithm are (i) tracking, (ii) social hierarchy, (iii) attacking, and 
(iv) encircling prey. The detailed description of its phase is as follows:

5.3.1 � Detecting and tracking phase

The tracking mechanism is specified as per Eq.  (17), which D denotes the distance 
among sea lion and target prey, the vector position of sea lion and targeted prey is given 
by �⃗X(t) and ��⃗M(t) , in that order, t denotes the present iteration and the arbitrary vector is 
pointed out by V⃗.

The proposed contribution is given as follows: Conventionally, at successive itera-
tions, the sea lion moves towards the target prey based on ��⃗M(t) , subsequent iteration 
(t + 1) and random factor H⃗ which is steadily minimized over the iterations from 2 to 0. 
In the proposed context, the movement of sea lion towards the target prey depends on 
the above constraints along with the “degree of distance, � ” as given in Eq. (18). The 
computation of � takes place as per Eq. (19), where ND points out the normalized dis-
tance and GM indicates the geometric mean. ND can be evaluated as shown in Eq. (20), 
where D denotes the distance and MaxD denotes the maximum distance.

5.3.2 � Vocalization phase

When sea lions discover a prey, it calls other sea lions for attacking as shown in 
Eqs. (21), (22) and (23), where the speed of a leader’s sound is indicated as ����������⃗Xleader , 
the sound’s speed in air and water is denoted by ���⃗P2 and ���⃗P1.

(17)D =
|||2��⃗V . ��⃗M(t) − �⃗X(t)

|||

(18)�⃗X(t + 1) = ��⃗M(t) − D.H⃗ × 𝛿

(19)� = GM(ND)

(20)ND =
D

MaxD
.

(21)����������⃗Xleader =
||||
(
���⃗P1(1 +

���⃗P2)
)
∕���⃗P2

||||
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The pseudocode of the proposed model is portrayed in Algorithm 1, and the flow-
chart is illustrated in the following Fig. 3.

(22)���⃗P1 = sin 𝜃

(23)���⃗P2 = sin𝜑
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5.3.3 � Attacking phase

The attacking process of the sea lion is specified in Eq.  (24), where the distance 
among the sea lion and target prey is denoted by ��⃗M(t) − �⃗X(t) , the absolute value is 
denoted by ||, and the random number among to 1 is referred by l.

(24)�⃗X(t + 1) =
||| ��⃗M(t) − �⃗X(t). cos(2𝜋l)

||| + ��⃗M(t)

Fig. 3   Flowchart of SI-SLnO model
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5.3.4 � Prey Searching

The SLnO model carries out a global search when H⃗ is higher than 1. This is exhib-
ited by Eqs. (25) and (26).

6 � Feedback and sentiment classification from Int SentiNet

6.1 � Feedback process

The sentiment of words with variation in the actual output and NN output is said to 
be the misclassified words. Table 2 shows the exemplary representation of misclas-
sified words attained after the training process.

Under such conditions, if the word in the lexicon column is equal to the actual 
sentiment of the document, then wt of a particular word (as given in Table 2) will 
be incremented by one and the word is removed from the misclassified set. In the 
reverse condition, i.e., if the word in the lexicon column is not equal to the actual 
sentiment of the document, then the word will be moved to the respective column 
of the lexicon and the weight of that word will be incremented by one. Thus, the 
lexicon weights of all words are updated as given in Eq. (27), where Nwe denotes the 
new weight of words, wt denotes the weight of word, and 

∑
wt denotes the weight of 

all words. Algorithm 2 depicts the pseudocode of the feedback process.

(25)D =
|||2 �⃗B.������⃗Xrnd(t) −

�⃗X(t)
|||

(26)�⃗X(t + 1) = ������⃗Xrnd(t) − DH⃗

(27)Nwe =
wt

∑
wt
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6.2 � Sentiment classification from Int SentiNet

During the sentiment classification process, the lexicon output Lop and Ĝô are fused to 
attain the final sentiment. The parameter Lop indicates the sentiment of the tweet that is 
taken from the respective word. The lexicon word that is highly similar to each word of 
each sentiment group of the lexicon of testing data is computed as per Eq. (28), where 
Lw∗ denotes the maximum similarity of lexicon word and Lw denotes the words in the 
lexicon.

In this way, the sentiment of the lexicon words and the NN output of that word 
are considered as Lop and Ĝô . Thus, the sentiment of word 1 is computed as shown in 
Eq. (29), where Sop indicates the sentiment output,FLw denotes the weight of the lexi-
con word and accordingly, the final sentiment (FS) is evaluated as per Eq. (30), which 
Av denotes the average.

(28)Lw∗ = argmax
Lw

S(Lw,w1)

(29)Sop(w1) =

{
0.5 × Lop + 0.5 × Ĝô; if FLw = 1

FLw × Lop +
(
1 − FLw

)
× Ĝô; else

(30)FS = Av( (w1)op, (w2)op )
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7 � Results and discussion

7.1 � Simulation procedure

The proposed lexicon-based sentiment classification model was implemented in 
JAVA and the resultants were observed. Here, an analysis was done on two datasets 
namely, “judge and twcs.csv” and they were downloaded from “https://​www.​figure-​
eight.​com/​data-​for-​every​one/ and https://​www.​kaggle.​com/​thoug​htvec​tor/​custo​mer-​
suppo​rt-​on-​twitt​er#​twcs.​csv,” respectively. In the description section, the judge was 
represented as 1st dataset, and twcs were represented as 2nd dataset. Accordingly, 
the betterment of the proposed SI-SLnO model was evaluated by comparing it over 
the traditional models like GA [29], SVM [30], CNN [31], LSTM [32], NN [25], 
and SLnO + NN [26] with respect to “accuracy, sensitivity, specificity, precision, 
FPR, FNR, FDR, and FOR”. The analysis was carried out with respect to varied 
training data that ranges from 60%, 70%, 80%, and 90%. In addition, convergence 
analysis was carried out with respect to MSE measure for varied iterations.

Table 3   Performance analysis of proposed model over existing models in terms of positive measures 
using judge dataset

Accuracy

Training 
data in %

GA[30] SVM [31] CNN [32] LSTM [33] NN [27] SLnO + NN [26] SI-SLnO

60 0.49085 0.500538 0.582347 0.703108 0.715823 0.765339 0.847147
70 0.471475 0.474704 0.593111 0.703108 0.726588 0.83423 0.847147
80 0.487621 0.510226 0.569429 0.703108 0.709365 0.843918 0.88267
90 0.485468 0.516685 0.590958 0.703108 0.724435 0.841765 0.905274
Sensitivity
60 0.465625 0.475 0.665625 0.78125 0.81875 0.859375 0.996894
70 0.46875 0.521875 0.6125 0.746875 0.840625 0.8625 0.996894
80 0.521875 0.53125 0.609375 0.75 0.8375 0.9 0.996894
90 0.496875 0.521875 0.565625 0.725 0.840625 0.91875 0.996894
Specificity
60 0.499179 0.518883 0.538588 0.548282 0.681445 0.737274 0.840722
70 0.444992 0.477833 0.548282 0.582923 0.715928 0.83087 0.83908
80 0.469622 0.499179 0.548282 0.54844 0.688013 0.847291 0.873563
90 0.479475 0.513957 0.548282 0.604269 0.724138 0.842365 0.898194
Precision
60 0.332604 0.337104 0.431174 0.537688 0.563063 0.620853 0.739247
70 0.320513 0.330693 0.435556 0.537688 0.580097 0.723118 0.737968
80 0.340816 0.357895 0.414894 0.537688 0.55814 0.742382 0.789041
90 0.334034 0.360691 0.42891 0.537688 0.58 0.736986 0.825843

https://www.figure-eight.com/data-for-everyone/
https://www.figure-eight.com/data-for-everyone/
https://www.kaggle.com/thoughtvector/customer-support-on-twitter#twcs.csv
https://www.kaggle.com/thoughtvector/customer-support-on-twitter#twcs.csv
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7.2 � Performance analysis

The performance of proposed model over the conventional model with respect to 
varied measures for judge dataset is represented in Tables  3 and 4, whereas the 
analysis on the twcs.csv dataset is represented in Tables 5 and 6, respectively. The 
analysis was carried out by varying the training data to validate the betterment of the 
presented scheme. On noticing the tables, the presented SI-SLnO model has accom-
plished better accuracy and precision when compared over the compared mod-
els. Here, from Table 3, the presented method has achieved an accuracy of 0.847 
at 60% of training data; however, as the percentage of training data increases, the 
presented method has achieved a higher accuracy up to 0.9. Similarly, the specific-
ity of the adopted scheme at 60% of training data is 0.84, while at 90% of training 
data; a higher value of 0.89 has been achieved. Thereby, the adopted method has 
accomplished better outcomes with the increase in the % of training data. However, 
the existing algorithms have attained poor results when compared to the proposed 
model.

Table 5 revealed the analysis on positive measures, while the negative measures 
are revealed by Table 6. Specifically, from Table 5, the accuracy of the proposed 

Table 4   Performance analysis of proposed model over existing models in terms of negative measures 
using judge dataset

FPR

Training 
data in %

GA[30] SVM [31] CNN [32] LSTM [33] NN [27] SLnO + NN [26] SI-SLnO

60 0.500821 0.481117 0.461412 0.451718 0.318555 0.262726 0.159278
70 0.555008 0.522167 0.451718 0.417077 0.284072 0.16913 0.16092
80 0.530378 0.500821 0.451718 0.45156 0.311987 0.152709 0.126437
90 0.520525 0.486043 0.451718 0.395731 0.275862 0.157635 0.101806
FNR
60 0.534375 0.525 0.334375 0.21875 0.18125 0.140625 0.003106
70 0.53125 0.478125 0.3875 0.253125 0.159375 0.1375 0.003106
80 0.478125 0.46875 0.390625 0.25 0.1625 0.1 0.003106
90 0.503125 0.478125 0.434375 0.275 0.159375 0.08125 0.003106
FDR
60 0.667396 0.662896 0.568826 0.462312 0.436937 0.379147 0.260753
70 0.679487 0.669307 0.564444 0.462312 0.419903 0.276882 0.262032
80 0.659184 0.642105 0.585106 0.462312 0.44186 0.257618 0.210959
90 0.665966 0.639309 0.57109 0.462312 0.42 0.263014 0.174157
FOR
60 0.355932 0.351129 0.245977 0.14433 0.114398 0.08079 0.002976
70 0.368764 0.360849 0.258873 0.156673 0.091562 0.079279 0.002976
80 0.348519 0.330396 0.272331 0.160321 0.091549 0.056738 0.002976
90 0.355408 0.328326 0.274162 0.166352 0.090426 0.045375 0.002976
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SI-SLnO method at90% of training data is 86.47%, 75.21%, 18.57%, 28.75%, 
24.96% and 7.54% superior to traditional methods such as GA, SVM, CNN, LSTM, 
NN and SLnO + NN, respectively. In addition, the sensitivity of the proposed SI-
SLnO algorithm at 80% of training data is 86.47%, 75.21%, 18.57%, 28.75%, 
24.96%, and 7.54% superior to GA, SVM, CNN, LSTM, NN, and SLnO + NN cor-
respondingly. Similarly, the specificity of SI-SLnO method at 90% of training data is 
87.33%, 74.76%, 63.82%, 17.76%, 24.04%, and 6.63% superior to GA, SVM, CNN, 
LSTM, NN and SLnO + NN, respectively. On analyzing the precision, the presented 
scheme has attained a minimal value of 0.7392473, whereas the existing schemes, 
namely GA, SVM, CNN, LSTM, NN, and SLnO + NN models has achieved com-
paratively higher values of 0.3326039, 0.337104072, 0.4311740, 0.537688442, 
0.5630630, and 0.6208530, respectively, at 60% of training data.

Likewise, on observing the negative measures, the presented model has revealed a 
minimal value over the compared models. More particularly, from Table 6, the FPR 
measure of the presented SI-SLnO scheme has attained a minimal value at 90% of 
training data, which is 80.75%, 80.69%, 73.52%, 62.15%, 57.2%, and 43.69% supe-
rior to GA, SVM, CNN, LSTM, NN, and SLnO + NN models. Moreover, the FNR 
measure at 60% of training data is minimal that is 99.46%, 99.46%, 99.46%, 99.09%, 

Table 5   Performance analysis of proposed model over existing models in terms of positive measures 
using twcs.csv dataset

Accuracy

Training 
data in %

GA [30] SVM [31] CNN [32] LSTM [33] NN [27] SLnO + NN [26] SI-SLnO

60 0.487736 0.509434 0.592453 0.737736 0.791509 0.851504 0.857547
70 0.479245 0.510377 0.584906 0.727358 0.832075 0.851504 0.869811
80 0.500943 0.500943 0.586792 0.731132 0.84434 0.851504 0.890566
90 0.479245 0.488679 0.586792 0.731132 0.833962 0.851504 0.904717
Sensitivity
60 0.5 0.508065 0.508065 0.704301 0.768817 0.884409 0.997326
70 0.451613 0.486559 0.497312 0.709677 0.819892 0.86828 0.997326
80 0.462366 0.502688 0.526882 0.709677 0.865591 0.892473 0.997326
90 0.448925 0.478495 0.502688 0.709677 0.846774 0.908602 0.997326
Specificity
60 0.481105 0.510174 0.638081 0.755814 0.772464 0.803779 0.843023
70 0.494186 0.523256 0.632267 0.736919 0.772464 0.838663 0.87064
80 0.486919 0.521802 0.632267 0.742733 0.772464 0.832849 0.889535
90 0.494186 0.49564 0.632267 0.742733 0.772464 0.827035 0.902616
Precision
60 0.342541 0.359316 0.431507 0.609302 0.679335 0.703774 0.75286
70 0.325581 0.355599 0.422374 0.593258 0.703774 0.733173 0.783981
80 0.343313 0.357013 0.425 0.598639 0.703774 0.736842 0.813725
90 0.324903 0.338403 0.425 0.598639 0.703774 0.725806 0.834568



1 3

Intelligent sentinet-based lexicon for context-aware…

98.84%, and 97.69% superior to GA, SVM, CNN, LSTM, NN and SLnO + NN mod-
els. The FOR measure of the adopted scheme, which has to be minimal for bet-
ter performance of the system is 99.48%, 99.46%, 99.37%, 98.93%, 97.67%, and 

Table 6   Performance analysis of proposed model over existing models in terms of negative measures 
using twcs.csv dataset

FPR

Training 
data in %

GA [30] SVM [31] CNN [32] LSTM [33] NN [27] SLnO + NN [26] SI-SLnO

60 0.518895 0.489826 0.361919 0.244186 0.227536 0.196221 0.156977
70 0.505814 0.476744 0.367733 0.263081 0.227536 0.161337 0.12936
80 0.513081 0.478198 0.367733 0.257267 0.227536 0.167151 0.110465
90 0.505814 0.50436 0.367733 0.257267 0.227536 0.172965 0.097384
FNR
60 0.5 0.491935 0.491935 0.295699 0.231183 0.115591 0.002674
70 0.548387 0.513441 0.502688 0.290323 0.180108 0.13172 0.002674
80 0.537634 0.497312 0.473118 0.290323 0.134409 0.107527 0.002674
90 0.551075 0.521505 0.497312 0.290323 0.153226 0.091398 0.002674
FDR
60 0.657459 0.640684 0.568493 0.390698 0.320665 0.296226 0.24714
70 0.674419 0.644401 0.577626 0.406742 0.296226 0.266827 0.216019
80 0.656687 0.642987 0.575 0.401361 0.296226 0.263158 0.186275
90 0.675097 0.661597 0.575 0.401361 0.296226 0.274194 0.165432
FOR
60 0.359768 0.342697 0.294212 0.174603 0.134585 0.069021 0.001873
70 0.375 0.346642 0.300643 0.17561 0.104037 0.075617 0.001873
80 0.357782 0.344423 0.298387 0.174475 0.080257 0.06135 0.001873
90 0.375458 0.363296 0.298387 0.174475 0.091054 0.051908 0.001873

(a) (b)
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Fig. 4   Convergence analysis of adopted model over traditional SLnO scheme regarding MSE using (a) 
Judge (b) twcs.csv
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96.95% superior to GA, SVM, CNN, LSTM, NN, and SLnO + NN models at 80% 
of training data. This shows the enhancement of the presented SI-SLnO framework 
over the existing models.

7.3 � Convergence analysis

Figure 4a, b show the convergence analysis of the adopted model over the conven-
tional SLnO model in terms of MSE for Judge and twcs.csv datasets, respectively. 
Here, the analysis was done with respect to MSE by varying the iterations from 
25, 50, 75, and 100. On observing the outcomes, the presented model has revealed 
more effective results when compared to the SLnO models. More specifically, from 
Fig. 3a, the MSE of the presented model at the 25th iteration is 0.8, whereas, at the 
100th iteration, a much lower error of 0.2 has been reported. Hence, as the count of 
iteration increases, the MSE of the presented scheme has been reduced. This min-
imization of error indicates the raise of accuracy, i.e., it ensures accurate predic-
tion outputs. In Fig. 3a, the MSE of adopted scheme is 0.8% better than the exist-
ing SLnO model at the 100th iteration. On observing the 50th iteration using Judge 
dataset, the MSE of the adopted scheme is 71.76% superior to the SLnO model. 

Similarly, from Fig. 3b, the MSE of offered model is 58.75% better than the exist-
ing SLnO model at the 50th iteration. In addition, at the100th iteration, the MSE 

Table 7   Overall analysis of 
proposed model over existing 
models using judge dataset

Measures SI-SLnO SLnO [26] NN [27]

Accuracy 0.88266954 0.84391819 0.70936491
Sensitivity 0.99689441 0.9 0.8375
Specificity 0.87356322 0.84729064 0.68801314
Precision 0.7890411 0.74238227 0.55813953
FPR 0.12643678 0.15270936 0.31198686
FNR 0.00310559 0.1 0.1625
FDR 0.2109589 0.25761773 0.44186047
FOR 0.00297619 0.05673759 0.0915493

Table 8   Performance analysis 
of proposed model over existing 
models using twcs.csv dataset

Measures SI-SLnO SLnO [26] NN [27]

Accuracy 0.890566 0.851504 0.84434
Sensitivity 0.997326 0.892473 0.865591
Specificity 0.889535 0.832849 0.772464
Precision 0.813725 0.736842 0.703774
FPR 0.110465 0.167151 0.227536
FNR 0.002674 0.107527 0.134409
FDR 0.186275 0.263158 0.296226
FOR 0.001873 0.06135 0.080257



1 3

Intelligent sentinet-based lexicon for context-aware…

of the adopted scheme is 2.31% superior to the compared SLnO model. Thus, the 
development of the presented SI-SLnO model has been verified from the investiga-
tion outcomes in terms of MSE.

7.4 � Overall analysis

This section outlines the overall review of the proposed sentiment analysis model 
over current models with regard to different success metrics. Tables 7 and 8 depict 
the overall performance for judge and twcs.csv dataset, respectively. On examining 
the attained outputs, higher accuracy, sensitivity, and precision are attained by the 
presented scheme over the traditional schemes. Also, the false rates of the adopted 
model such as FPR, FNR, FOR, and FDR has accomplished minimal values, thus 
guaranteeing a minimal error. Particularly, higher accuracy of 0.88266 has been 
attained by the implemented SI-SLnO scheme whereas the compared NN and SLnO 
schemes have obtained comparatively lower accuracy values of 0.7093649 and 
0.843918.

Moreover, the sensitivity of the suggested method is 19.03% and 10.77% superior 
to traditional NN and SLnO models. Furthermore, the accuracy of implemented SI-
SLnO scheme has obtained a higher value of 0.88266; whereas, the compared NN 
and SLnO schemes has obtained comparatively lower accuracy values of 0.7093649 
and 0.843918. Thus, the development of the presented SI-SLnO model is estab-
lished from the examined outcomes.

8 � Conclusion

This paper has developed a new “Intelligent Senti-Net based Lexicon generation 
method,” that included seven major phases. In addition, optimization-assisted NN-
based classification was introduced in this work that defined precise or optimal 
selection of weights using a new improved algorithm termed as SI-SLnO algorithm. 
Finally, the simulation was carried out to validating the enhancement of the pre-
sented scheme. On observing the outcomes, the specificity of SI-SLnO method at 
the 90th iteration was 87.33%, 74.76%, 63.82%, 17.76%, 24.04%, and 6.63% superior 
to GA, SVM, CNN, LSTM, NN and SLnO + NN, respectively. On analyzing the pre-
cision, the presented scheme has attained a minimal value of 0.7392473, whereas, 
the existing schemes namely, GA, SVM, CNN, LSTM, NN, and SLnO + NN models 
has achieved comparatively higher values of 0.3326039, 0.337104072, 0.4311740, 
0.537688442, 0.5630630, and 0.6208530, respectively, at 60th iteration. Thus, the 
superiority of the developed model has been verified successfully.
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